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Abstract. The capability of showing affective expressions is important
for the design of social robots in many contexts, where the robot is de-
signed to communicate with humans. It is reasonable to expect that,
similar to all other interaction modalities, communicating with affective
expressions is not without limitations. In this paper, we present two on-
line video studies (72 and 50 participants) and investigate if/to what
extent the recognition of affective displays of a zoomorphic robot is af-
fected under situations with different levels of visibility. Recognition of
five affective expressions under five visibility effects were studied. The
intensity of the effects was more pronounced in the second experiment.
While visual constraints affected recognition of expressions, our results
showed that affective displays of the robot conveyed through its head and
body motions can be robust and recognition rates can still be high even
under severe visibility constraints. This study supported the effectiveness
of using affective displays as a complementary communication modality
in human-robot interaction in situations with visibility constraints, e.g.
in the case of older users with visual impairments, or in outdoor scenarios
such as search-and-rescue.
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1 Introduction

Emotional expressions have been designed on many different robots [9, 51,44,
14] and using different modalities, such as, facial expressions [9,44], light [11],
sound [41], body gesture [19], motion [46], and other more abstract methods [32].
Each of these methods (or a combination of them) can be used to improve
emotional displays of a robot and increase its social capabilities. This capability
is especially beneficial in many context where humans interact directly with
robots, such as in health and safety applications.

It is important to ensure that emotions expressed by a social robot can be
perceived reliably by humans who are interacting with the robot or working
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alongside it (e.g., in healthcare or search and rescue applications of robots).
Otherwise, robots that lack clearly identifiable expressions of emotions may be
socially unacceptable to their users [6], and might be unable to sustain successful
social interactions.

Sometimes end users are less familiar with robotics technologies, such as chil-
dren and older adults, or medical staff. For such cases, expressions of emotions
that can be perceived reliably becomes more crucial since those users often as-
sume that the emotions expressed by the robot are real and genuine [27,43].
In addition, many real-life applications of emotionally expressive robots include
scenarios with limited visibility that might affect perception of emotions [23],
possibly related to the different visual capabilities of different user groups (e.g.,
children [5] or older adults [16]). Also, depending on the specific application area,
the environment in which the robot operates might introduce conditions that can
result in limited visibility such as in search and rescue [55], firefighting [30], or
service robotics [20].

Misinterpreting a robot’s emotional displays can have a significant impact on
the quality of the interaction itself, as well as the acceptability and usability of
the robot across a variety of different application areas and user groups [34, 6].
Therefore, here, we investigate how situations limited by visibility constraints
affect recognition of a robot’s affective expressions. We investigated the robust-
ness of recognition of affective expressions of a robot expressed through its head
and body gestures. Our choice of robotic platform is the Miro robot, a zoomor-
phic robot designed not to look like any specific animal, but which can express
emotions via many modalities, such as body language [12,36]. This zoomorphic
robot was selected since (1) animal-like robots are widely used in many appli-
cations in health (e.g., therapeutic situations and with older adults) and safety
(e.g., search and rescue scenarios), and (2) a recent study designed and evalu-
ated different affective displays for the Miro robot, all of which involved head
and body gestures which are of interest in the present study [19].

In the following, we will first detail our research questions followed by a

discussion of background and related work. Two experiments and their results are
presented afterwards. We conclude with a discussion of the results and identifying
limitations of this work.
Research Questions and Expectations: We investigate the robustness of
human observers’ recognition of affective expressions of a zoomorphic robot (in-
cluding emotions and moods) conveyed through its body language, under differ-
ent visibility conditions. Our specific research questions are as follows.

RQ1 To what extent is the recognition of a robot’s affective expressions robust
with regards to the visibility of the robot?

RQ2 How does the degree of visibility (moderate versus severe) impact the recog-
nition of a robot’s affective expressions?

Concerning RQ1, since to our knowledge this is the first study of its kind on
this particular topic, RQ1 was exploratory in nature. However, we expected that
some affective expressions might be easier to recognize than the others under
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the same visibility constraints. Regarding RQ2, we found it reasonable to expect
that severe constraints on visibility will have a larger impact than moderate
constraints. And again, we expected that some affective expressions might be
more affected than others.?

2 Background and Related Work

In many application areas, social robots may operate in an environment that
introduces constraints. For example a noisy environment can make sound less
effective, or an environment with limited visibility can affect visibility of the
robot’s expressions, such as its facial expressions. These situations are very com-
mon in robots that assist in search and rescue (in which emotions have been
recently proposed as a new modality [1]) or fire fighting missions. In these mis-
sions many conditions such as rain [28,50], smoke [7], limited available light [7],
or even temperature [22] can affect visibility of robots. Further, some users,
such as older adults may be affected by a condition that can influence their vi-
sion, such as blurred vision. For robots to be successful in these situations, it is
important to ensure that both robots and users can continue to communicate
successfully despite these constraints.

From the perspective of robots, many studies have investigated improving
performance of a robot in situations with limited visibility, for example in smoky
environments [45,49], dark areas [13], underwater [24], or to detect humans at
different distances [39]. To this end, different machine learning methods, com-
puter vision techniques, as well as sensors have been proposed for the robots
to enhance their navigation and detection of humans in situations with similar
visibility constraints [45, 39,49, 13, 38]. For instance, Na et al. suggested using
smart gloves to overcome limited visibility problem in water for gesture recogni-
tion [38].

However, visibility of emotional expressions of robots by humans is also im-
portant for the success of interactions between humans and robots, a research
area that has so far attracted little attention, but will ultimately determine to
what extent emotional expressions can be used successfully in real life situations.
In general, visibility of robots has been studied in many situations where humans
need to locate a robot [31]. For example, with the goal of designing a socially
assistive service robot, McGinn et al. used lights to improve visibility of the
robot and suggested that while it is commonly believed that a social robot with
a head/face is most effective for interactions, having a head can limit the obser-
vation angle and result in a poor visibility of the robots’ expressive states [35].
This can be particularly true if the robot’s expressiveness is restricted to facial
expressions. However, an approach that uses both head and body gestures to
convey expressions could be beneficial in overcoming this challenge. However,
even when the observation angle is not an issue, there are still other visual con-
straints as mentioned above that can affect the visibility of a robot’s expressions.

3 Note, we had originally envisaged to conduct both studies as in-person experiments,
but due to COVID-19 this was not possible and we had to move the study online.



4 Ghafurian et al.

Therefore in this article we ask how such situations affect recognition of a robot’s
affective expressions.

3 Experiment 1

In this experiment we evaluate the recognition of five affective expressions of
the Miro robot under five different situations that moderately affect visibility
through a crowdsourcing video study, which is a common approach in many of
the related studies in human-robot interaction (e.g., [9, 32, 18]).

3.1 Methodology

Affective Expression Selection As discussed earlier, we study the affec-
tive expressions of the zoomorphic Miro robot. For this particular robot, prior
work designed and evaluated eleven affective expressions (including emotions
and moods) [19], inspired by various sources of information, including ethology,
cartoon animations, etc. These affective expressions were conveyed through the
robot’s eyes, ears, tail, and body movements. The Miro robot has the potential
to be used as a companion robot for older adults for applications such as pet
therapy, and the emotional expressions (used in this study) have the potential to
be implemented on the other zoomorphic robots. Further, in other applications,
such as in search and rescue, body and head motions could be effective for com-
municating emotions, because these motions can, to some extent, be applied to
appearance constrained robots used, e.g., in search and rescue [8].

Out of the proposed 11 affective expressions of Miro, we selected expressions
that (1) were highly recognized by the majority of the participants who evaluated
these expressions in a previous study [19], and (2) were found to be important
in situations where the robot’s visibility can be affected, such as in search and
rescue situations [2]. This resulted in the selection of five affective expressions:
happy, sad, tired, excited, and surprised.

Video Effect Selection After careful consideration of different situations that
can affect the visibility of a robot, five visual effects were selected: dark, rain,
smoke, blurred vision (called blur in this paper), and the robot located at a far
distance (called zoom hereafter). Here are some real-life situations with limited
visibility that can be represented by the selected video effects:

— Dark: Other than many common situations where the robot may operate in
a dark room or a room with dimmed lights, during almost all types of search
and rescue operations, the rescue might be conducted under diminishing light
conditions. During wilderness search and rescue [21], maritime/sea search and
rescue [37], or mountain rescue [28], the reason for darkness might just be
related to the operation time (i.e., the missions need to start or continue at
night). On the other hand, for other search and rescue situations such as
urban search and rescue [3] or cave rescue [25], areas of interest can be dark
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(d) (e) (f)

Fig. 1. Snapshots taken from the start of the tired expression for (a) actual videos
used in training, (b) smoke effect, (c) rain effect, (d) zoom effect, (e) blur effect, and
(f) dark effects

regardless of the operation time, since these types of rescues involve confined
spaces. This can be the case for firefighters, too, since they sometimes have to
operate in dark areas [7]. Therefore, this effect can represent many situations
in which the robot is used to increase safety.

— Smoke: This effect, similar to dark, mostly represents situations in which
the robot is used to increase safety. In general, smoke is the main factor that
firefighters need to deal with [7]. Further, the areas involved in search and
rescue situations might be affected by the smoke caused by either fire at the
scene [10] or by dust of collapsed structures [33]. This effect also represents
situations where the rescue workers need to deal with dense fog in open areas
like mountain rescue [47].

— Rain: Similar to dark and smoke effects, heavy rain (and, with a similar
effect, snow) can introduce many different challenges in search and rescue
situations (for example in mountain search and rescue situations [28,50]).
Limited visibility due to rain is present in many maritime search and rescue
operations since most of the time rescue workers need to operate either in or
near to water [37].

— Blur: This effect can represent situations happening both in robots designed
in the context of healthcare and those designed for safety. For example, blurred
vision (or a similar condition) can affect many older adults, as well as other
individuals, and constrain the visibility of the robots. Furthermore, a blurred
vision may happen in firefighting scenarios, or search and rescue scenarios due
to high humidity/temperature [22] or low-lighting conditions [42].

— Zoom: As many of the social robots may be used in large areas, for example
in a care home or in a search and rescue scene, it is expected that the robot
will not always remain close to its users. For example, a companion robot in
a care home may be farther from some residents/caregivers and closer to the
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others. Also, while rescue robotics involves situations that requires co-located
interactions between humans and robots [15], the distance between the human
and robot teammates varies significantly depending on the search area (e.g.,
they may need to operate at very distant locations during wilderness search
and rescue [26] or forest fire missions [29)]).

All the videos were adjusted to have the same length. The videos were mod-
ified in a way that each effect was identical for all the affective expressions.
Figure 1 shows a snapshot of these effects.*

Design and Procedure Upon signing the consent form, the participants fol-
lowed four steps of the study as below.

Step 1 - Training: The participants first saw a video of all five expressions
of the robot, in which the affective expressions were clearly stated overlaying
text on the video. The purpose of this step was to teach participants about
the affective expressions of Miro, and to ensure that they would know each
expression and its label under clear visibility conditions. The participants were
told that this was a training part and we wanted them to learn the meaning
of each expressions. They were able to replay this video as many times as they
wished.

After watching the training video (as many times as needed), we tested the
success of the training, i.e., participants’ ability to recognize the expressions, to
ensure that they paid sufficient attention to the video learned the five expres-
sions. The expressions were shown to them one by one, and they were asked
to indicate what each expression was. If they passed a test for each expression,
that expression was removed from the testing set. Otherwise, it remained in the
test set and we showed them that expression again at a later time and in a ran-
dom order. This continued until the participants were either able to complete
training successfully, or if they exceeded “15” test videos (i.e., watching each
video three times on average). In the latter case, participants were allowed to
continue with the study but their data was removed since it indicated that for
those participants training was unsuccessful.

This step was essential, because (1) while these affective expressions were pre-
viously designed and their recognition was evaluated correctly in the majority of
instances, it is not reasonable to assume that all participants would recognize the
affective expressions 100% correctly, and (2) without training, and thus ensuring
that all participants will recognize the affective expressions correctly when visual
constraints are not present, it is not possible to know whether any recognition
errors observed in our study may be due to individual participant’s difficulties
in evaluating those affective expressions (which is not the focus of this study) or
is due to visual constraints (which is the focus of this study). Furthermore, in

4 A combination of widely available video editing software (i.e., iMovie, Wondershare
Filmora, and HitFilm Express) was used to create the video effects. The choice of
software depended on the effect. Please contact the authors if you are interested to
see the videos.
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many contexts, such as search and rescue, it is expected that those interacting
with the robots will get prior information and training regarding the interpre-
tation of the robots’ affective expressions, if they are used as a communication
modality.

Step 2 - Evaluating Video Effects: After the training phase, participants
read instructions about the next phase, and they were informed that the videos
are intentionally not as visible as those that they saw in the training phase, in
order to avoid the remote participants to worry that reduced visiblity of the
videos might be due to internet issues, etc.

In this step, the participants evaluated 10 videos with different effects. They
were allowed to only select one option as their response. The first 5 videos were
selected in a way that both the order of expressions (EM; to EMs5) and effects
(E'F to EF5) were random. Afterwards, they saw another combination as below:

— The order of effects were similar to what they originally saw
— The order of affective expressions were the same as before, except for one
shift, moving the first expression to the last.

In other words, participants first saw [EM;, EFy] to [EMs, EF5|, where EM,
and EF,, were randomly selected from the set of five expressions (i.e., happy, sad,
surprise, excited, and tired) and effects (i.e., rain, smoke, blur, dark, and zoom).
After completing these five combinations, the participants then saw [EMs, EFy],
[EMs, EF5), [EMy, EF3)|,|[EMs, EF,], [EM:, EF5] (atotal of 5 videos). This way,
(a) all participants saw 10 videos, (b) evaluated each effect and each expression
twice, and (c) the combinations (i.e., order of effects, affective expressions, and
the combination of effect+expression) were counterbalanced. As it is suggested
by previous work (e.g., see [17]) and to avoid fatigue, we did not expose each
participant to all 25 videos.

Step 3 - Test: After evaluating the 10 videos, we tested participants to see
how well they recalled the original expressions, to ensure that the errors in the
recognition of the affective expressions were actually due to the video effects, as
opposed to the participants forgetting the expressions. In this step, participants
saw the original 5 videos that they saw in the training phase, and were asked to
select the correct expression.

Step 4 - Questionnaire: A Questionnaire was designed to obtain informa-
tion on participants’ demographics, as well as their perception of the effects and
their familiarity with pets and emotions (which are shown to affect recognition
of a zoomorphic robot’s expressions [19]). The questionnaire asked about partic-
ipants’ (1) age, (2) gender, and (3) ethnicity. We also included questions asking
participants (4) if they had pets, (5) if they had a friend with a pet, (6) if they
wear glasses or contact lenses, and if yes, if they were wearing them at the time
of the study, (7) whether they liked pets, (8) whether they were scared of pets,
(9) how good they thought they are in recognizing pets’ emotions, and (10) if
they had difficulty understanding pets emotions. Finally, participants were asked
to report how difficult it was for them to understand Miro’s expressions under
each of the five effects (questions 11-15).
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Questions 7 through 15 were responded to on a continuous scale. Questions
9 and 10 were designed to complement each other, as an attention check. One
additional attention check question was added, which asked participants if they
thought that cats and dogs were popular pets in North America (we assumed
that the correct answer to this question would be YES and removed the data
from those whose answers were anywhere from the centre of the continuous scale
to ”Completely Disagree”).

Step 5 - Human Emotion Understanding: As a previous study sug-
gested that understanding human emotions can be correlated with understand-
ing Miro’s affective expressions [19], in this step we asked participants to evaluate
14 images of human emotions (i.e., angry, fearful, disgusted, happy, neutral, sad,
and surprised; two images of each). All images were taken from the FacesDB
dataset.® Gender, age, and skin color were counterbalanced in the two images
representing the same emotion, as well as among all the 14 images. In order to
avoid fatigue we decided on 14 images. This step was added as a previous study
showed that the recognition of affective expressions of the selected robot can be
significantly affected by the ability to recognize human emotions [19].

All the steps were performed on the same day and one right after the other.

Participants: A total of 116 participants who had an approval rate of over 97%
based on at least 100 HITs completed the study on Amazon Mechanical Turk.
Data from 37 participants were removed as they failed the attention checks.
This left 79 participants (44 male, 34 female, 1 unknown; age range [19,58],
average: 35.2 yrs). The study received full Ethics clearance from the University
of Waterloo’s Research Ethics Committees.

4 Results - Experiment 1

The results for recognition of each affective expression under each effect is shown
in Table 1 and Figure 2 summarizes the results. The correct expression was
selected significantly more than the others for all expressions and effects. The
accuracy was very similar for all the effects and were either 86% or 87%. We
also studied the accuracy in recognition of each affective expression. While all
accuracies were high (82% to 92%), the lowest accuracy belonged to surprised
(82%), and the highest to sad (92%). It is in fact reasonable for surprise to have
a lower accuracy when visibility is affected, since the associated behavior is not
as continuous as in the other expressions and the behavior change is fast and
sudden.

To study how other factors affected recognition of expressions, we fit a linear
model predicting the number of correctly recognized expressions of Miro based
on (a) participants’ understanding of human emotions measured through the
images, (b) their reported difficulty in understanding pets’ emotions, (c) their
accuracy in the post-test results, and (d) how long training took for them. Results
are shown in Table 2.

® http://app.visgraf.impa.br/database/faces/
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A higher reported difficulty in understanding pets’ emotions significantly and
negatively affected recognition of Miro’s expressions (se = 0.001,¢ = —2.077,p <
.05). Participants’ performance in the post-test was also a significant predic-
tor for recognition of expressions: as expected, those who performed better
in their test results had a better recognition of Miro’s affective expressions
under different visibility constraints (se = 0.150,¢ = 7.046,p < .0001). Per-
formance in training was also a significant predictor of the correct responses

Table 1. Results for the recognition of each affective expression for each visibility
effect. The last column shows the overall accuracy for each effect. The last row shows
the overall accuracy for each affective expression. Through binomial tests, we show if
each choice was selected significantly more than the others: ***: p < .001, **: p < .01.
The differences in number of results for affective expressions are due to (1) the random
assignment of sets of effects+emotions, and (2) removal of data from those who failed
the study.
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Happy |22***| 0 0 1 3
Sad 0 (29" 0 3 0
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Tired 0 5 0 (28" 0
Excited 1 0 0 0 |31
Happy |35™*| 0 0 1 3
Sad 0 (27" 0 1 0
Blur |Surprised| 1 2 |22 0 4 | 87%
Tired 0 5 0 (35" 0
Excited | 3 0 0 1 (18"
Happy |28 1 0 0 1
Sad 0 (39| 0 4 0
Dark [Surprised| 0 2 30" 1 1 | 86%
Tired 0 3 0 (18| 0
Excited 3 1 5 0 20"
Happy (28| 0 3 0 2
Sad 0 (25" 0 1 0
Smoke|Surprised| 1 1 [24*] 2 3 | 8%
Tired 0 4 0 (26" 0
Excited 2 0 2 0 (34"
Happy [26™*| 0 1 0 3
Sad 0 (26" 0 3 0
Zoom |Surprised| 0 1 (27| 1 0 | 8"%
Tired 0 5 0 (277 1
Excited | 4 0 1 0 (32"~
Accuracy| 838% | 92% | 82% | 85% | 85%
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Fig. 2. Overall results for (a) recognition of each effect, and (b) recognition of each
affective expression

Table 2. Linear model predicting the number of correct responses to the affective
expressions.

Covariate Estimate SE t Pr (> [t])
Intercept 7.078 1.328 5.331 < .0001
humanUnderstanding -0.075 0.101 -0.750 0.455
petEmotionDifficulty -0.001 0.001 -2.077 < .05
test 1.057 0.150 7.046 < .0001
training -0.276 0.069 -4.028 0.0001

(se = 0.069,t = —4.028,p < 0.0001), the faster the participants finished the
training (i.e., less errors they had), the better they performed in recognizing
Miro’s expressions in the videos with effects. This can be because (a) Miro’s
expressions were more intuitive for those who learned them quicker and finished
faster, thus they recognized them better also in other conditions, or (b) those
who finished the training faster paid more attention to the study in general and
Miro’s expressions shown in videos in particular. We did not observe any effect
of participants’ age or gender on recognition of the affective expressions.

Finally, as the difficulty level of the effects can affect recognition of affective
expressions, we asked participants to report how difficult it was to recognize each
affective expression under each of the five effect conditions. Figure 3 shows the
results. Recognition was reported to be relatively easy for all the effects. After
controlling for the other effects (i.e., using linear models and for the factors shown
in Table 2), only for the rain effect the reported difficulty level was a predictor of
the accuracy of recognition of the expressions (se = 0.000,¢ = —3.308,p = .001).
We did not observe any effect of the reported difficulties on the recognition
accuracies for the other visibility effects.

5 Experiment 2

In this experiment we investigated how the recognition of the affective expres-
sions changes in extreme situations, when visibility of the expressions are severely
affected.
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Fig. 3. Reported difficulty of each effect on the recognition of the robot’s affective
expressions

(d) (e) ()

Fig. 4. Snapshots taken from the start of the tired expression for (a) actual videos
used in training, (b) smoke effect, (c¢) rain effect, (d) zoom effect, (e) blur effect, and
(f) dark effect

5.1 Methodology

The procedure and all the steps of this experiment were similar to Experiment 1.
Participants followed the exact same five steps, except that new videos with more
extreme effects were used and, as our intention was to use severe constraints on
visibility in this experiment, as compared to moderate effects in Experiment 1,
participants were given specific instructions to adjust their screens’ brightness
prior to evaluation of Miro’s expressions in the videos.
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Fig. 5. Overall results for (a) recognition of each effect, and (b) recognition of each
affective expression

Video Effects Considering that participants will use different computers, screens,
settings, etc., and to ensure that the videos are suitably manipulated and reflect
extreme situations, we did two pilot tests. The first test was conducted by asking
five people in the authors’ research group (who were not involved in this study)
to evaluate different effects. Three extreme versions of the effects (changing in
intensity) were created and the pilot group were asked to select the video which
they thought was most extreme, but they could still see Miro. According to this
feedback, five videos were selected and used in the second pilot study. The sec-
ond pilot study was conducted on Amazon Mechanical Turk, where we asked
seven participants to complete the experiment with the new videos. We then
referred to the difficulty levels that the participants reported for each effect. As
the difficulty levels were initially not as high as expected, the videos were fur-
ther manipulated and the effects were intensified. Figure 4 shows snapshots of
the final videos that were used in this experiment.®

Participants: 92 participants were recruited on Amazon Mechanical Turk. The
same qualification criteria as used in Experiment 1 were applied (i.e., participa-
tion was limited to North America, and those with an acceptance rate of over
97% based on at least 100 HITs). Data from 42 participants was removed as
they failed the attention checks (attention checks were identical to those in Ex-
periment 1). This left 50 participants (35 male, 15 female; age range [21,61],
average: 34.7 yrs). The study received full Ethics clearance from the University
of Waterloo’s Research Ethics Committees.

6 Results - Experiment 2

Results for the new, more extreme effects are shown in Figure 5 and Table 3.
While the accuracies were still high, in three situations (i.e., Rain-Excited, Dark-
Excited, and Smoke-Sad) the correct expression was no longer selected signifi-
cantly more than the other options, and in the Rain-Excited situation it was not

5 Please contact the authors if you are interested to see the videos.
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Table 3. Results for the recognition of each affective expression for each visibility
effect. The last column shows the overall accuracy for each effect. The last row shows
the overall accuracy for each expression. Through binomial tests, we show if each choice
was selected significantly more than the others: ***: p < .001, **: p < .01, *: p < .05.
The differences in the number of results for affective expressions are due to (1) the
random assignment of sets of effects+emotions, and (2) removal of data from those
who failed the study.

of
& » £ 3 3 gé
o) T ] & 5 5
g% 5|8 5 |S
) 4
Happy |16"| 1 0 2 3
Sad 1 (217%™ 0 4 0
Rain [Surprised| 1 0 |18 | 1 0 | 72%
Tired 0 3 1 15| 1
Excited 7 0 0 0 4
Happy |14 | 0 1 1 3
Sad 1 17 0 3 1
Blur [Surprised| 1 1 (13| 0 0 | 80%
Tired 0 1 0 157 1
Excited 5 1 0 0 |21
Happy |21"**| 0 1 0 0
Sad 0 15 0 2 0
Dark |Surprised| 2 0 |16 0 1 | 84%
Tired 2 1 0 197" 0
Excited 2 1 3 0 9
Happy |18™*| 0 1 0 1
Sad 1 10 0 5 0
Smoke|Surprised| 1 0 [21™*] 0 2 | 80%
Tired 0 3 1 16| 0
Excited 3 0 2 0 |15
Happy |16™*| 0 0 0 1
Sad 1 |15 0 2 0
Zoom |Surprised| 1 3 | 14™ 1 1 | 7%
Tired 1 1 0 16" 1
Excited 8 0 0 0 18"
Accuracy| 85% | 79% | 81% | 83% | 68%
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even selected significantly more than random. The accuracies in recognition of
the expressions dropped from the previous experiment, with excited having the
largest drop and the least accuracy among the other expressions.

A linear model with the same dependent variables as the previous experiment
(i.e., human emotion understanding results, reported difficulty in understanding
pet emotions, training results, and test results) was fit to predict the number of
correct expressions recognized by the participants. Two effects were consistent
with the previous experiment: a higher test performance resulted in a better
recognition of Miro’s expressions (se = 0.266,¢ = 3.079,p < .01) and the longer
it took the participants to learn the expressions in the training phase, the lower
their recognition rates were (se = —0.014,¢ = —3.539, p < .001). The results are
shown in Table 4.

Finally, Figure 6 shows the results for the reported difficulties of the effects.
The effects were perceived to be more difficult than those in Experiment 1.
However, after controlling for the other effects (i.e., using linear models and for
those factors shown in Table 4), reported difficulty levels were not significant
predictors for the accuracy of recognition of expressions.
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Fig. 6. Reported difficulty of each effect on the recognition of the robot’s affective
expressions

7 Results - Combined

To study the effect of the intensity of the video effects (moderate vs. severe)
on the recognition of the robot’s affective expressions, and to check that the
difficulty levels changed indeed to more severe conditions in Experiment 2, we
pooled the data. Note that while intensity of the effects was not intended to
be a condition, the two studies were conducted very close and within 1 month
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Fig. 7. Comparison between the reported difficulty levels in Experiment 1 and Ex-
periment 2. 95% confidence intervals are visualized. *** : p < .001. Significance was
calculated using linear models that took other confounding factors such as results re-
lated to human understanding into account.

of each other, and anything except for the intensity of videos were identical in
both. Therefore, pooling the data and doing a between-participants condition
would be valid in this situation.

Table 5 shows the results. The recognition rates were significantly lower in
Experiment 2, and experimental condition (i.e., the severity of the visibility
effects) was a significant predictor of the correctly recognized expressions (se =
—0.937,t = —3.477,p < .001).

Table 4. Linear model predicting the number of correct responses to the affective
expressions.

Covariate Estimate SE t Pr (> [t])
(Intercept) 5.916 2.147 2.755 < .01
humanUnderstanding 0.153 0.170 0.903 0.371
petEmotionDifficulty 0.000 0.001 0.262 0.794
test 0.819 0.266 3.079 < .01
training -0.414 0.117 -3.539 < .001

Table 5. Linear model predicting the number of correct responses to the robot’s af-
fective expressions under different visibility conditions. Condition shows whether data
belonged to Experiment 1 (E1) or Experiment 2 (E2).

Covariate Estimate SE t Pr (> |[t))
Intercept 6.801 1.171 5.806 < .0001
humanUnderstanding 0.033 0.0885 0.375 0.708
conditionE2 -0.937 0.270 -3.477 < .001
petEmotionDifficulty -0.001 0.001 -1.023 0.308
training -0.323 0.061 -5.246 < .0001

test 0.952 0.136 6.982 < .0001
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The video effects were also rated as significantly harder in Experiment 2
(se = 19.8632,t = 8.314,p < .0001). Comparing the pair of effects, Rain, Blur,
Dark, and Smoke were all rated to be significantly more difficult in Experiment
2 as compared with Experiment 1. However, while the robot’s size (shown in the
video) was halved from Experiment 1 to Experiment 2, the difference between
the difficulty ratings was not significant for zoom (See Figure 7).

8 Discussion

This study investigated the feasibility of using a zoomorphic robot’s affective
expressions as a communication method in situations where users’ vision or vis-
ibility of the robot are affected. Two experiments investigated recognition of
five affective expressions (happy, excited, sad, tired, and surprised) under five
situations with visual constraints (blurred vision, rain, far distance, smoke, and
dark). The intensity of effects differed across the two experiments and were sig-
nificantly intensified in the videos shown in Experiment 2. The two experiments
helped us understand how visibility constraints affect recognition of emotions,
while we controlled for the other confounding factors that may affect recognition
in general.

Although, as expected, the accuracies dropped when the effects were inten-
sified, the results suggested that the recognition of the affective expressions, as
conveyed through head and body gestures of a zoomorphic robot, can be rel-
atively robust to visual constraints, once the observer has received training in
recognizing those expressions when they are clearly visible. This could be a great
advantage in many application areas of HRI, as other communication methods
may not be as effective under similar visual constraints. For example, text dis-
played on a screen mounted on the robot might not be readable if visibility is
impaired, especially in conditions with severe effects (e.g., those in Experiment
2). Communication through voice can be affected by hearing impairments (e.g.,
in social robots used for older adults or situations with a high background noise
that occur in search and rescue situations). If we had only relied on facial expres-
sion, e.g., by using a robot with a large repertoire of facial expressions (as are
used in many humanoid robots), recognition accuracies might have been much
lower since in many of the visibility conditions the face of the robot was not even
visible.

Thus, our results highlight that affective expressions of a social robot, which
are conveyed through its head and body gestures, can be an effective modality
to improve interactions with a social robot in many application areas affected
by low visibility (as well as other situations such as when hearing is impaired).

Among the five expressions, recognition of excited was affected the most when
the effects were intensified, and it was mostly confused with happy: an expres-
sion that involved similar body movements, but executed with a lower speed.
While future work is needed to understand why this happened, one explanation
could be that intensity of the effects can obscure more frames of the video, thus
reducing the number of frames in which the participants can see the robot and
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its movements (similar to motion illusions that happen in real scenarios [53]),
and therefore, the sense of speed might have been affected as a result of those
obscured frames. This could suggest that affective expressions differing only in
speed can be mostly affected by visual constraints, and the one with faster mo-
tions is likely to be confused with an expression that has similar movements but
at a lower speed.

Interestingly, for the more severe effects (Experiment 2), we did not find the
reported difficulty to be a predictor of accuracy in recognition of the expressions.
This might suggest that the participants might have thought that their selections
were correct, and therefore reported the difficulty to be less than it actually was.
As another possible explanation, as difficulty was rated only for the specific
observed effects (and not as a direct comparison with other difficulty levels),
people possibly judged the difficulties based on their perception of how accurate
their responses were, and how well they learned/recognized Miro’s expressions
in general. In this case, those who did poorly in training and testing would then
have reported the difficulties to be higher. Our data supports this possibility,
as we found correlations between the reported difficulties of different effects and
participants’ performance in test and training.

Note, while we mainly focused on the situations where social robots are used
for search and rescue or for the care of older adults, these results may be appli-
cable to a wider range of applications where emotions can strengthen communi-
cation with social robots, such as in education, healthcare, and entertainment.

9 Limitations and Future Work

Our study had several limitations. First, being an online, remote study, de-
spite our efforts (i.e., adding instructions on adjusting brightness, using Google
Chrome only, using a laptop’s screen and not a phone or a connected large screen,
etc.), we could not guarantee that all the participants indeed saw the videos
similarly. However, with the size of the data, we can expect that variations have
been similar across different effects and expressions. Another limitation is that
the participants did not see the actual robots as the study was online. However,
this is a common approach in studies in human-computer/robot interaction,
which is shown to be comparable to the direct recruitment methods [4] and can
reduce biases such as experimenter bias [40]. This approach has become even
more common as a result of COVID-19, and it helped us with further control-
ling the effects. For example, it would be extremely difficult to simulate smoke
and rain effects and ensure that the effects are similar for all the participants
in a laboratory and in person setting. Also, it has been suggested in previous
studies that there might be a high agreement between video studies and live
studies (e.g., see [54]), in particular in cases where there is no direct interaction
(e.g. more ”observation” than ”contingent engagement”) involved, and in these
situations video studies could be beneficial [48]. However, in another study, the
results of an online experiment could not be replicated through an in person
experiment [52]. While in that case the task was playing a game with a robot
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and did require interactions, future work is needed to study how visibility of
the affective expressions change when the participants interact with the physical
robot in similar but real-world conditions. Also, while we did our best to ensure
that the effects in the second study were representative of extreme situations, it
is possible that more extreme situations happen depending on the application
areas. Finally, this study investigated five affective expressions in five different
situations with visual constraints. Future work is needed to investigate recogni-
tion of other expressions and in other situations with limited visibility. Future
work could also consider comparative studies with differently embodied robots
with different affective expressions. A particular challenge here could be to cre-
ate affective expressions for already existing robot designs (e.g., those used in
service or search and rescue). Lastly, the affective expressions used in our study
were conveyed through the robot’s eyes, ears, tail, and body movements. Future
work is needed to understand whether emotions and affective expressions that
are shown using other methods (e.g., light) can be as recognizable, or if these
results are only valid for affective expressions that are conveyed through motion.

10 Conclusion

In many contexts, affective expressions can complement human-robot interac-
tion, improve quality and efficiency of interactions, and increase users’ enjoy-
ment. But similar to other modalities of interaction, there might be limitations
in conveying affective expressions. This study evaluated recognition of a zoomor-
phic robots’ affective expressions in different conditions with limited visibility
and showed that expressions of a robot reflected through its head and body
gestures can be an effective modality of communication for social robots in sit-
uations where vision is impaired.
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